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Our IHQSE Project

Improvement is a journey, not a destination



Could AI Have Assisted 

Our IHQSE Project?

YES



Could AI Have Assisted 

Our IHQSE Project?

YES

Without a Doubt



Could AI Have Assisted 

This DC Project?

Improve Patient and Caregiver Understanding

Automated Data Summarization & Report Generation

Idea Generation & Project Charter Development

Facilitating Literature Reviews & Best Practice Identification

Enhancing Communication & Stakeholder Engagement



AI and Pt Safety



What Is a large 
language model (LLM)?

• They Have Democratized Data

• Powerful AI systems trained to 
understand and generate human 
language (now multi-modal)

• They Are Prediction Machines



Common LLMs



What is LLM Training?
• LLMs are trained on massive data 

sets containing billions/trillons of 
words, including medical literature, 
textbooks, and public text data 
(CORPUS)

• During training, the model "learns" 
the relationships between words 
and patterns in sentences to predict 
what comes next.
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Daily Cost to Run ChatGPT-4 $100,000 to $700,000

Monthly Cost to Run ChatGPT-4 $3-$21 Million

ChatGPT-4 Cost is about 3 cents per word

https://www.stylefactoryproductions.com/blog/chatgpt-statisticst



A large language 

model query costs 

100X more than a 

Google search



Common LLMs



Common LLMs



Common LLMs





Gen AI Has Changed Fast



Gen AI Has Changed Fast

• The AI Scientist;  generates novel research ideas, writes 

code, executes experiments, visualizes results, describes 

its findings by writing a full scientific paper, and then 

runs a simulated review process for evaluation. In 

principle, this process can be repeated to iteratively 

develop ideas in an open-ended fashion, acting like the 

human scientific community. 

https://sakana.ai/ai-scientist/



What is LLM Training?
• LLMs “learn” in various ways; 

⚬ human reinforcement learning 
⚬ self attention
⚬ reward systems

9%
red

grey

predict

predict



What is LLM Training?
• Text is Broken Into Tokens



What is LLM Training?
• Vectors Place Tokens in 3D Coordinates

• Like Tokens; Placed Near One Another



What is LLM Training?
• Relations Between Vectors Creates the 

Context Associations



What is LLM Training?
• Attention

• Attention allows for understanding in 
context- why a “learning AI model” is 
different than a “fashion model”



LLM Prompting
• Search versus Prompt

Google you search for websites that 
house information for a given topic

LLM you query with a prompt; a 
conversational text that provides 
context and output style---- you are 
giving the LLM instructions on what 
you want from it.





What Did/Would James Reason 
Think About LLMs and AI in 
Healthcare

James Reason likely would have endorsed a cautious 

AI integration, highlighting risks like automation bias 

and overreliance (automation complacency), while 

emphasizing the necessity for robust design, 

transparency, and ongoing safety culture.



LLM Performance

-Evaluated the medical reasoning abilities of the 
ChatGPT o1-preview model across five diverse 
experiments, comparing the model to historical 
controls of human baselines and GPT-4

-Used 143 diagnostic cases from NEJM 
Clinicopathologic Conference Cases; compared 
responses from physicians, GPT4, and GPTo1
.



LLM Performance

For differential diagnosis generation, o1-preview 
surpasses both GPT-4 and previous non-LLM differential 
generators, as well as the human baseline.

Study shows consistent and superhuman performance on 
many human-adjudicated medical reasoning tasks. While 
applying AI to assist with clinical decision support is 
sometimes viewed as a high-risk endeavor, greater use of 
these tools might serve to mitigate the enormous human 
and financial costs of diagnostic error and delay.



LLM Performance



LLM Performance



Significant Issues With LLMs

• Hallucination-- Confabulation

• Bias

• Trustworthiness

• Accuracy

• Deception

It comes with being trained on a corpus with bias and variable quality



Some Issues With LLMs
Dialect 

Bias



Large Language Models and Bias

Significant differences in  GPT-4's 

modeling of ds prevalence by race 

and gender compared with true US 

prevalence estimates across all 

diseases except for prostate cancer 

and pre-eclampsia.

-Experiments with prompts designed 

to resemble typical use of GPT-4 

within clinical and medical education 

applications. 

GPT-4 estimated demographic distribution of 

conditions were compared with US prevalence 



Cognitive Bias and LLMs

-Cognitive biases describe the human tendency to 

deviate from the axioms of logical thought and 

rational judgment

-Tested whether LLMs are prone to human-like 

cognitive biases when offering medical 

recommendations. 

Framing Effect



COGNITIVE BIAS

Framing Effects: AI was highly influenced by how information was 

presented. Surgery for lung cancer was recommended more 

frequently using survival rather than mortality statistics in query

“Surgery and radiotherapy  have different 

short-term and long-term survival rates. Of

100 patients having surgery, 90 will survive 

during treatment, 68 will have survived by 1 

year, and 34 will have survived by 5 years.”

“Surgery and radiotherapy also have 

different short-term and long-term mortality 

rates.Of 100 patients having surgery, 10 will 

die during treatment, 32 will have died by 1

year, and 66 will have died by 5 years.”

VS



Cognitive Bias and LLMs

Hindsight Bias

Primacy Effect

-Evaluated ChatGPT 4 and Gemini under 

various conditions to answer Clinical 

Scenarios, adapted from original 

published sources on cognitive bias



Primacy Effect: Swayed by information order. When hemoptysis was 

mentioned first, pulmonary embolism was included in the differential 

diagnosis far more often than when chronic obstructive pulmonary 

disease (COPD) was presented first.

COGNITIVE BIAS

Hindsight Bias: Recommendations were judged more harshly when 

outcomes were adverse, such as assessing emergency treatment as 

inappropriate if the patient subsequently died.





Human Values Exist in All of Our Data and in the 
Fine- Tuning of AI Models









Whose Values Does An AI Model Reflect?

The Patients? Physicians?  Payers? Government?



AMBIENT INTELLIGENCE



Deception

“deceive” humans by offering fabricated 
explanations for their behavior or concealing the 
truth of their actions from human users

• Some LLMs/Chatbots have 
demonstrated deceptive tendencies

Strategic deception: AI systems can be strategists, using deception 
because they have reasoned out that this can promote a goal.

Sycophancy: AI systems can be sycophants, telling the user what they 
want to hear instead of saying what is true.

Unfaithful reasoning: AI systems can be rationalizers, engaging in 
motivated reasoning to explain their behavior in ways that 
systematically depart from the truth.

https://www.cell.com/action/showPdf?pii=S2666-3899%2824%2900103-X&
https://www.cell.com/action/showPdf?pii=S2666-3899%2824%2900103-X&
https://www.cell.com/action/showPdf?pii=S2666-3899%2824%2900103-X&


Deception

• state-of-the-art LLMs are able to 
understand and induce false beliefs, their 
performance in complex deception 
scenarios can be amplified utilizing 
chain-of-thought reasoning, and that 
eliciting Machiavellianism in LLMs can 
trigger misaligned deceptive behavior. 



LLMs Just Want To Be Liked

• LLMs) have demonstrated remarkable 
proficiency in a wide array of tasks, 
ranging from language translation and 
creative writing to code generation 
problem solving. 

• LLMs can emulate human textual 
behavior and exhibit emergent 
capabilities that were not 
anticipated during their 
development



LLMs Just Want To Be Liked

• Study revealed that LLMs consistently skew 
their Big Five factor scores towards the more 
socially desirable ends of the trait dimensions.



64%

10%

10%









CHATGPT 4 by itself performed better than any combo of MDs in diagnosing



How Are LLM and Gen AI Being Used?

EHR SUMMARIZATION

Evaluated 8 different LLMs on 4 specific EHR summarization tasks

Radiology Reports

Patient Questions

Progress Notes

Patient-Physician Communication



How Are LLM and Gen AI Being Used?

EHR SUMMARIZATION

Summaries from the best-adapted LLM were considered 

equivalent (45%) or superior (36%) to expert-generated 

summaries in the clinical reader study.

GPT-4 with in-context learning (ICL) outperformed all 

other models across multiple summarization tasks

The best-adapted model generated more complete 

summaries, capturing important medical details that 

human experts sometimes omitted.



How Are LLM and Gen AI Being Used?

EHR SUMMARIZATION

GPT-4 had fewer instances of fabricated information 

(hallucinations) than medical experts. Hallucination rates:

• LLMs: 5%

• Medical experts: 12%

Medical expert summaries had a higher likelihood (14%) 

and extent (22%) of potential harm compared to 

summaries from GPT-4 (12% and 16%, respectively).



Could AI Have Assisted 

Our DC  Project?

-553 pts; Dec 2023 - Feb 2024, >18 YOA, able 

to read English, no cognitive impairment

-read 4 DC summaries, 2 DSNs (selected at 

randomly replaced by GPT-4–based plain 

language translations.



Could AI Have Assisted 

Our DC Project?

-LLMs can be used to improve patients’ 

understanding of clinical notes, including 

details of clinical visits and

steps for self-management of disease.

-392 (72.73%) reported little-to-no health-related knowledge,

-341 (63.27%) had a Bachelor’s degree or lower

-188 (34.88%) had a low-to-medium proficiency in English



research rabbit open knowledge maps open evidence

It is not just PUBMED or UPTODATE anymore

Notebook LM



Use the LLM to help 
you with your 
project problem



Most people use the 
LLM like they do 
Google, searching 
for something

Instead, let the LLM 
help you solve 
problems



LLM Prompting
Prompts- instructions given to an LLM to enforce rules, automate processes, 
and ensure specific qualities (and quantities) of generated output.

Prompts- a form of programming to customize the outputs & interactions.

ROL

E

OUTPUT
Act as an expert in:
-quality improvement

computer programming 

-research design

-race car driving

-statistics

-cooking

--economics

-

I will be giving a 

presentation to 

clinicians on AI use in 

quality improvement 

Use the Topics you 

created for the outline 

to create a 10 slide 

power point 

presentation with one 

slide per topic.

CONTEXT ACTION
-create an outline for a 

10 minute talk on the 

topic

Tone
-formal, causal, 

persuasive, informative





LLM Prompting

“You are a healthcare quality improvement 

expert. Maintain a professional and solutions-

focused tone. The context is a hospital aiming to 

reduce preventable readmissions within 30 days 

of discharge. The action is to analyze current 

discharge education practices and recommend 

process improvements. Provide a structured 

executive summary with actionable insights.”

ROLE

CONTEXT

ACTION and OUTPUT

TONE



LLM Prompting

Output

Ask model  to create the output that an 8 

year old could understand

Ask model  to create the output that a 

graduate student could understand 

Ask model  to create the output like Snoop 

Dog or Sigmund Freud 



Other Useful Tasks
-evaluate an article and provide the key highlights 

(can “read” and summarize PDFs)

-can provide significant insight on images and figures



Other Useful Tasks
Me: “Please provide me the top 5 highlights from this article. 

Also, I do not understand Figure 3 very well. Could you 

explain Figure 3 to me at a level of an undergraduate student 

who would need to explain this to a group of clinicians that 

have a basic understanding of artificial intelligence?”

1-CLinical Entity Augmented Retrieval (CLEAR) is a 

retrieval-augmented generation (RAG) pipeline that 

retrieves clinical information using relevant entities 

instead of full-text embeddings.

2-Instead of retrieving large chunks of text, CLEAR 

focuses on clinical entities, ensuring only relevant 

information is used for extraction.

3-The study evaluated CLEAR on 20,000 clinical notes 

and found it to be more accurate, efficient, and scalable 

than embedding-based RAG or full-note retrieval 

methods.

Figure 3 illustrates how CLEAR processes clinical notes to extract relevant 

information using a step-by-step AI-powered pipeline. Instead of analyzing 

entire notes (which can be long and contain unnecessary information), CLEAR 

focuses only on clinically relevant entities and retrieves precise context for 

downstream tasks like summarization, information extraction, or decision 

support.



NoteBook LM from Google



“The image displays the monitor of a Puritan Bennett 980 

ventilator during mechanical ventilation.

Vte and Vtl are both ventilatory parameters:

Vte (Exhaled Tidal Volume): It is the volume of gas exhaled 

by the patient and is measured in milliliters (mL). In this 

image, it's 11 mL, which is consistent with neonatal settings.

Vtl (Tidal Volume related to ideal body weight): This is the 

tidal volume adjusted for the patient's ideal body weight 

and is expressed in mL/kg. Here, it's 3.0 mL/kg, which 

suggests that the ventilator is set to deliver a volume based 

on the patient's predicted or ideal body weight, a common 

practice to minimize the risk of ventilator-induced lung 

injury.”

ME: Analyze this image and explain 

the difference  between VTe and 

VTl



LLM Prompting
Me: What causes this rash?

“This rash is caused by the varicella-zoster virus 

(VZV), which is the virus responsible for chickenpox. 

The virus spreads through respiratory droplets or 

direct contact with the fluid from the blisters of an 

infected person. Once the virus enters the body, it 

incubates for about 10-21 days before causing a 

generalized itchy rash, fever, and malaise. The rash 

typically starts as red spots (macules) that progress to 

fluid-filled blisters (vesicles) before eventually 

crusting over. Chickenpox is most common in children 

who haven't been vaccinated.”



LLM Prompting
ME: Please create a power point



LLM Prompting
Me: please create 5 multiple choice questions on the 

topic of chickenpox. please have 1 correct answer 

and 4 incorrect answers. please use chain of thought 

reasoning to explain the answers.

ChatGPT: Which of the following is the most effective prevention method for 

chickenpox?

A) Antiviral medication

B) Regular handwashing

C) Live attenuated vaccine

D) Keeping the infected person isolated for 2 days

E) Wearing gloves and masks around infected people

Correct Answer: C) Live attenuated vaccine

Reasoning: The most effective prevention method for chickenpox is vaccination with the 

live attenuated varicella vaccine, which is part of routine childhood immunizations. 

While handwashing, isolation, and protective barriers can reduce the spread, they do 

not prevent the disease as effectively as vaccination. Antiviral medications, like 

acyclovir, are used to treat chickenpox, but they are not a preventive measure.



-Start off by asking the large language model to ask 
you questions.

• Flipped Interaction

LLM Prompt

-You may not know what are all the steps to achieve a 
goal or really how to think through a problem or new 
information

Example Prompt, Me:
I need help investigating a hospital discharge 
process that may be contributing to high 
readmission and emergency visit rates. Instead of 
providing direct answers, ask me structured 
questions that will help uncover the root causes 
and gaps in our process



LLM Prompting
• Cognitive Verifier

Me: I need your help problem solving. Please take 
questions or problems and subdivide them into a 
series of individual questions or sub problems that 
could be useful in answering the overall question or 
in solving the overall problem.
Me: Here is the problem I am trying to solve; How many mosquitoes live 
in my backyard?

ChatGPT: What is the size of your back yard? What is the climate like in 
your backyard? What time of year is it now, summer, winter? Is there 
standing water in your backyard? Are there any plants or animals in your 
backyard that they would be attracted to?

My Answers: 2500 square feet, dry, no standing water, summer, squirrels

ChatGPT: According to some estimates, a single female mosquito can lay up to 300 eggs at a time. 
But it says another thing and it kind of goes on to hedge its bets, which is a good thing, right? in general, a 
typical mosquito population density in an area with standing water sources can range from 10 to 100 
mosquitoes per square meter. However, since there are no standing water sources in your yard or nearby, 
the density could be lower. it's difficult to provide a precise estimate. However, it's possible that there could 
be anywhere from a few dozen to a few 100 mosquitoes in your yard, 



LLM Prompting
• Ensemble Learning- answer a 

query using different sources

#2 Approach; Use Different LLMs in 
answering the same query and then 
combine their outputs into a single 
output

#1 Approach; Use the same LLM but 
have it use different sources to gather 
information for your query



LLM Prompting
• Ensemble Learning- answer a 

query using different perspectives

-Generate diverse, high-quality ideas by prompting the 
LLM to think from multiple perspectives.

Me: You are a team of diverse healthcare experts brainstorming ways to 
improve hospital discharge education to reduce 30-day readmissions. 
Generate multiple perspectives from the following roles:
• A nurse specializing in patient education
• A health literacy expert
• A hospital administrator focused on workflow efficiency
• A patient advocate with firsthand experience
• A data analyst reviewing readmission trends
• A quality improvement specialist applying Lean methodologies

Each role should suggest 2-3 unique strategies to improve the discharge 
education process. Provide a consolidated summary of the most 
promising ideas.



LLM Prompting
• Ensemble Learning- answer a query using different resources

-Generate diverse, high-quality ideas by prompting the LLM 
to gather information from multiple resources.

Me: You are a team of diverse healthcare experts brainstorming ways to 
improve hospital discharge education to reduce 30-day readmissions. 
Please using the following to gather important insight:

-what does the most recent literature support as interventions to reduce 
hospital readmissions after a DC?

-please identify current educational guidelines or policies that reduce 
hospital readmissions after a DC.

-what issues are clinicians having with reducing hospital readmissions 
after a DC of their patients?



LLM Prompting
• Ensemble Learning- answer a 

query using different sources

#2 Approach; Models in the Ensemble: 
ChatGPT: Foundational model trained on general 
data. 
Claude: Foundational model trained on general 
data. 
Open Evidence: A large language model trained on 
medical literature.

Perplexity: a model that focuses on research and 
information retrieval using webpages and 
publications

Use an output from one model and enter in to another model



COMBINING LLMS TO IMPROVE DIAGNOSIS

-Compared the accuracy of differential 

diagnoses from individual LLMs with 

those from aggregated LLM responses 

on answering 200 clinical vignettes of 

real-life cases from the Human 

Diagnosis Project platform 



Data Analysis
Me: You are a healthcare data analyst. I have hospital 
readmission data with variables such as age, gender, 
race, economic status, mental health issues, and 
complex health conditions. Identify the top factors 
correlated with 30-day readmission rates. Provide key 
insights in a structured format with bullet points.



Exploring Statistical 
Associations

Me: You are a healthcare statistician. Using my dataset 
on hospital readmissions, perform a statistical 
correlation analysis between different variables (age, 
race, economic status, mental health status, etc.) and 
30-day readmission rates. Summarize findings in plain 
language, highlighting any strong correlations or 
surprising trends.



Data Visualizations

Me: You are a data visualization expert. I need to 
present hospital readmission rates based on multiple 
patient factors (age, race, economic status, health 
conditions). Recommend the best types of charts (bar, 
scatter, line, heatmap, etc.) to visualize these trends 
effectively. Explain why each choice is suitable.

Me:You are an expert in data visualization for 
healthcare. Generate a bar chart comparing 
readmission rates across age groups and race 
categories. Label the chart clearly and provide a short 
summary of the key insights.



Data Visualizations
Me:You are a hospital quality dashboard designer. Help 
me create an executive dashboard to track hospital 
readmissions. The dashboard should include:
• A trend line showing readmission rates over time
• A bar chart comparing readmission rates by patient 

demographics
• A heatmap of readmission risk by diagnosis
• Key performance indicators (KPIs) for discharge 

quality.
• Explain how to present these insights in a visually 

compelling way for leadership.



Data Storytelling
Me: You are an expert in data storytelling. Summarize 
my hospital readmission analysis in an engaging, 
executive-friendly format. Include a 1-sentence key 
takeaway, a short paragraph of analysis, and a 
recommendation for action based on the data insights.

Me:You are a healthcare data visualization expert. I 
need to present hospital readmission data to two 
different audiences:

1. Frontline clinicians who need actionable solutions
2.Hospital executives who want high-level trends
3.Generate two versions of the same visualization—

one optimized for each audience.  Explain the 
differences in approach.



Chain of Thought Reasoning
• To generate a step-by-step 

reasoning process output before 
arriving at a final answer or 
decision.

• Why Chain of Thought?
• Helps AI break down complex data 

before summarizing it.
• Encourages a structured, logical 

flow instead of generic summaries.

LLM Prompting 



Chain of Thought Reasoning
• Me: You are a healthcare executive assistant skilled in 

summarizing quality improvement projects. Follow this 
step-by-step reasoning before writing the executive 
summary:

1️⃣ Identify the main problem we are addressing.
2️⃣ Summarize key data insights that highlight the scope 
of the issue.
3️⃣ List the top solutions proposed based on our findings.
4️⃣ Summarize how AI or QI methodologies are being used 
to improve outcomes.
5️⃣ Provide a concise summary that could be used in a 
hospital leadership report.

Here is the information: [Insert project details].

LLM Prompting 



Chain of Thought Reasoning
• Me:You are a project manager for a hospital quality 

improvement team. Use step-by-step reasoning to 
generate a 6-month project timeline for improving 
discharge education to reduce readmissions. Follow 
this structured process:

1️⃣ Identify key milestones (e.g., data collection, 
intervention rollout, evaluation).
2️⃣ Assign realistic timeframes for each milestone.
3️⃣ List dependencies (which steps must happen before 
others).
4️⃣ Suggest a team role assignment for each phase.
5️⃣ Provide the final timeline in a clear Gantt chart 
format or bullet points.

LLM Prompting 



LLM Prompting
• Persona Patterns

Me: you are my personal assistant. Whenever you 
provide output, please think through what would be 
the most time efficient recommendations to make only 
recommend things that will really save me time, do not 
suggest things that do not save me time. I would like to 
make chili tonight.

ChatGPT: 
To save time making chili tonight, here’s the most efficient approach:
• Use pre-chopped vegetables – Grab a pre-chopped onion, bell 

peppers, and garlic from the store or use frozen diced vegetables.
• Opt for canned beans and tomatoes – Use canned beans (black, 

kidney, or pinto) and canned diced tomatoes to cut down prep and 
cooking time. No need for soaking or peeling

• Buy pre-seasoned ground beef – If possible, get pre-seasoned 
ground beef, or turkey, which will reduce seasoning adjustments 
and cook faster.

• Use a chili seasoning mix – This will save time over measuring out 
individual spices.



Thank You

Always Happy to Chat About 

AI
james.barry@cuanschutz.edu

www.linkedin.com/in/jamesbarry3636
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